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▪ future goals 
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▪ attributions—how 
  learners explain the 
  causes of 
  experiences 

▪ background knowledge 

▪ relevant skills 

▪ future goals 

DIVERSITY OF THE LEARNER
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Personalized and adaptiveInstruction
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KnowledgeModeling
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COGNITIVE SCIENCE

▪  guided learning 

▪ complex cognitive tasks 

▪ targeted hints & feedback 
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SOCIAL-PSYCHOLOGICAL 
SCIENCE

Mindset 
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Social belongingness 
Stereotype Threat 

SOCIAL-PSYCHOLOGICAL SCIENCE
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DATA SCIENCE

Explanatory 
and predictive 

models 

cognitive science metacognition 

social context 

Identity & mindset engagement 

neuroscience 

Theory-driven 

data mining statistical 
modeling 

natural language 

network analysis machine learning 

AI 

Data-driven 

subject matter 
expertise 
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“Improvement in post secondary 
education will require converting teaching 
(and courseware, platform & analytic 
system development) from a solo sport to 
a community-based research activity.” 
 
 

• Herbert Simon 1991 
(modifications 2015) 
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“Without a complete 
revolution…in our 
approach to teaching… 
we cannot go beyond 
(current levels)  of 
productivity”  
 

William Baumol, 1967 

Our Message: 
Such a revolution is  
possible happening 

Our Question: 
Who will lead it? 
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Start with and END WITH THE 

LEARNER5



Registrant Data 

Is this data biased?  

A data set is non-representative or 
biased* with respect to a population of 
interest if not all elements of the 
population had the same probability 
of appearing in the dataset.  

*This is not a value judgment about the dataset or those who 
compiled it. A “statistically biased” dataset does not require 
that anyone acted with bias in the colloquial sense of the 
word.  
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Machine Learning, Statistical Modeling, 
Predictive Analytics, etc. 



Police Data 

•  Variation in reporting rates 
»  NCVS indicates that reporting rates vary substantially by demographic 

characteristics, i.e. some crimes are more likely than others to be reported to 
police depending on who was victimized. 

»  In this case, the bias derives not from the police themselves but from the 
community the police serve. 

•  Variation in police attention 
»  Crimes that are committed in areas that are highly patrolled by police are 

more likely to be discovered by police than those committed in less patrolled 
areas. 

»  Police are not tasked with collecting a random sample, so bias in the data 
may come from legitimate police strategy. 

•  Variation in rates of enforcement for similar criminal behavior 
»  While white and black populations use marijuana at similar rates, blacks are 

arrested for marijuana possession at a rate several times that of whites.* 

Are police records and unbiased sample of all crimes?  



Machine Learning, Statistical Modeling, 
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What is predictive policing?  

Predictive policing uses police 
records to learn patterns in the 
occurrence of crime.  

police records or the 
recording of crime 

Using these patterns, the computer 
then predicts the most likely 
locations of future crimes. 

where crime will be 
detected in the future. 

Additional police are dispatched to the 
locations with the highest predicted rate of 
crime.  
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Drug Crimes in Oakland, CA 
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Drug Crimes in Oakland, CA 

Image	
  Copyright,	
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Drug Crimes in Oakland, CA 
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Drug Crimes in Oakland, CA 
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What if… 
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When police are sent to a location, they find a little more crime than they would have?  
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